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Abstract. Basic analyses of several properties of syllables (the rank-frequency distribution, the distribution 

of length, and the relation between length and frequency) in Serbian is presented. The syllabification 

algorithm used combines the maximum onset principle and the sonority hierarchy. Results indicate that 

syllables behave similarly to words as far as mathematical models are concerned, but values of parameters 

in models for syllables are quite different from those for words. 
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1. Introduction 

 

Syllable is a language unit which „has become a stepchild in linguistic description“ (Haugen, 

1956, p. 213) because of the lack of its precise definition8 (cf. also Crystal, 2008, pp. 467-468; 

Cairns & Raimy, 2011, p. 1; Ladefoged & Johnson, 2011, p. 310). Consequently, it is very difficult 

to conduct a systematic study of syllable properties, as different definitions – which are to be 
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expected if there is no established approach – inevitably lead to results which are not comparable 

(at the very least not directly). Quantitative linguistics also suffers from this problem. 

Investigations on the level of syllables appear relatively rarely.9 In the situation described above, 

with a general syllable definition lacking, a scientist can apply language-specific rules for 

syllabification (e.g. using morpheme borders as one of the criteria for syllable borders). While the 

application of language-specific rules is not bad per se, if one wants to compare models, parameter 

values etc., a general approach to all languages under investigation is indispensable. 

If a language allows only open syllables (such as Old Slavonic, cf. Rottmann, 1999), the 

syllabification is straightforward (provided that diphthongs – if the language under investigation 

contains any – can be reliably distinguished from sequences of two adjacent monophthongs). 

Consonant clusters (especially in intervocalic positions) are the most problematic aspect of 

syllabification. The problem can be solved either empirically, with the help of native speakers (or, 

in a psycholinguistic research, relying fully on them), or by following syllabification rules 

prescribed by an authority, or theoretically, establishing rules for syllable borders. Experiments 

were carried out e.g. by Rubach & Booij (1990) for Polish, by Schiller et al. (1996, 1997) for 

Dutch, and by Eddington et al. (2013a,b) for American English10. Rottmann (2002) acknowledges 

consultations with native speakers of some Slavic languages in cases of more complicated 

consonant clusters. The second approach was chosen e.g. by Best (2011, 2013), who refers to a 

prestigious German pronunciation dictionary (which suggests also syllabification rules). 

The approach according to which only those syllable onsets exist that are observable word-

initially, and those syllable codas that occur word-finally (cf. e.g. Kelih, 2012), is perhaps the best 

known theoretical framework. A more detailed description can be found in Pulgram (1970). 

However, this approach requires a comprehensive dictionary that contains practically all words 

used in a language. Lehfeldt (1971) presented a modification, distinguishing between marginal 

(rarely occurring and considered to be exceptions) and non-marginal (found with a high frequency) 

consonant clusters at beginnings and ends of words; only those which are not marginal are allowed 

to form syllable onsets and codas. If one follows his modification, a large enough corpus is needed 

to perform statistical tests, based on which a decision on the (non-)marginality of a particular 

consonant cluster is made. Finding or creating such a corpus can be problematic for minor 

languages (such as e.g. Lower and Upper Sorbian among Slavic languages). In addition, the rules 

derived from Pulgram’s approach can change relatively quickly, as lexicon is one of the more 

dynamic language features. Therefore, we follow another approach, namely, a combination of the 

maximum onset principle and the sonority sequencing principle.  

The paper is organized as follows. The syllabification algorithm is described in Section 2. 

Section 3 presents some properties of Serbian phonology that are relevant for syllabification, and 

the Serbian alphabets (both Latin and Cyrillic). Then, the language material used is introduced. In 

Section 4, mathematical models for syllable properties under study (the rank-frequency 

distribution, the distribution of length) are suggested, together with parameter estimations and 

goodness-of-fit evaluation. The relation between length and frequency of syllables is also 

discussed. Section 5 contains concluding remarks. 

 

2. Methodology 
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The maximum onset principle (Pulgram, 1970) requires that the sylable onset be the longest 

allowed11 (i.e., as many consonants in intervocalic positions as possible are attached to the onset). 

Allowed onsets are determined by the sonority sequencing principle, according to which 

„[b]etween any member of a syllable and the syllable peak, a sonority rise or plateau12 must occur“ 

in the onset (Blevins, 1995, p. 210).  

A sonority hierarchy must be established based on which the behaviour of phoneme 

sequences with respect to the sonority sequencing principle can be evaluated. Several sonority 

scales were suggested (Blevins, 1995, p. 210: „[s]uch scales come in a variety of types ... fine-

grained vs. not-so-fine-grained“), see e.g. Clements (1990) or Zec (1995). We chose perhaps the 

simplest one – we distinguish only sonorant and obstruent consonants, with approximants and 

nasals being sonorants. Admittedly, this scale puts many consonants with different phonological 

characteristics into one category (e.g. stops and fricatives); however, according to Zec (1995, 

p.86), it „is not nearly as elaborate as some of the scales proposed in the literature, but is sufficient 

to capture the most common subdivisions of segments with respect to sonority”. 

To sum up, in this paper we divide words into syllables using the following algorithm: 

1. In the first step, all syllables end after their nuclei (i.e., after a vowel or a syllabic 

consonant). The maximum onset principle is „blindly“ respected in this step, and thus, 

preliminarily, all syllables are kept open. 

2. If, after Step 1, consonant clusters occur in intervocalic positions, the borders between 

syllables are reconsidered taking into account the sonority sequencing principle. 

If some irregularities which contradict these two principles occur at the beginning of a word (i.e. 

if a word begins with a consonant cluster in which sonority decreases; examples from different 

languages are presented in Clements, 1990, p. 288), we take these onsets as they are. 

It must be noted that our choice of syllable definition is motivated purely by pragmatic 

reasons, as it is easy to implement automatically and it is applicable to (almost) all languages.13 

We do not have the ambition to introduce a definition which would be better than other options, 

e.g. the ones mentioned in Section 1. 

We divide words into syllables, hence the definition of word we use deserves a mention. 

We define words orthographically, as sequences of letters between spaces. We are aware of 

problems related to this definition, but it facilitates easy automatic text processing (see e.g. 

a discussion on this topic in Antić et al., 2006, pp. 118-121). The text under analysis (see Section 

3) is pre-processed, so that it does not contain any zero-syllable words. 

 

3. Language material 

 
Serbian is a South Slavic language. It has the official status in Serbia (exclusively) and in Bosnia 

and Herzegovina (as one of three languages, together with Bosnian and Croatian), and the status 

of a minority language in several other countries. Given the scope of our research, we briefly 

mention the Serbian phonology and orthography; more information on the language can be found 

e.g. in Browne (1993). 

The Serbian phonological system consists of 30 phonemes - 5 vowels and 25 consonants, 

out of which 8 are sonorants (Stanojčić & Popović, 1999, or Piper & Klajn, 2013). By manner of 

articulation, phonemes are classified as plosives (their graphemic representations are b, p, d, t, g, 
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k), affricates (c, č, ć, dž, đ), fricatives (f, z, s, ž, š, h), nasals (m, n, nj), laterals (l, lj), a vibrant (r) 

and semivowels (v, j). The Serbian language uses two alphabets: Latin and Cyrillic. Serbian 

graphemes are presented in Table 1, first Latin ones, then, in brackets, their Cyrillic equivalents14. 

Every phoneme in Serbian can be presented by a grapheme or by a digraph, in accordance with 

the principle “write as you speak”. In Cyrillic script, every grapheme represents one sound. In 

Latin script, there are three digraphs – dž, nj, and lj (Cyrillic equivalents: џ, њ, љ), which are 

pronounced as one sound. 

 

Table 1. 

Graphemic representation of phonemes in Serbian language 

 

vowels  a(а), e(е), i(и), o(о), u(у) 

consonants sonorants j(ј), l(л), lj(љ), m(м), n(н), nj(њ), r(р), v(в) 

 obstruents b(б), c(ц), č(ч), ć(ћ), d(д), dž(џ), đ(ђ), f(ф), g(г),  

h(х), k(к), p(п), s(с), š(ш), t(т), z(з), ž(ж) 

 

Two further aspects of Serbian must be taken into consideration. First, the consonant r is syllabic 

(i.e. it forms a syllable nucleus) if it is surrounded by two other consonants; e.g srce (heart) is 

a two-syllabic word (syllabified sr-ce). Second, there are two zero-syllable words in Serbian, both 

prepositions – k and s –, which are, following the approach from Antić et al. (2006), attached to 

the words which they precede. 

As an example we present an application of the algorithm described in Section 2 to the first 

sentence from the Universal Declaration of Human Rights (in English: All human beings are born 

free and equal in dignity and right): 

 

Sva ljudska bića rađaju se slobodna i jednaka u dostojanstvu i pravima. 

Sva lju-dska bi-ća ra-đa-ju se slo-bo-dna i je-dna-ka u do-sto-jan-stvu i pra-vi-ma. 

 

We apply the algorithm to the complete Serbian translation of the Russian socialist realist 

novel “Kak zakalyalas’ stal’” (How the Steel Was Tempered) by N. Ostrovsky. The choice is 

motivated by the fact that a parallel corpus consisting of the first ten chapters of the novel and their 

translations to all standard Slavic languages (except for Lower Sorbian) is available (Kelih, 2009), 

which will make possible to conduct typological studies on the level of syllable when automatic 

tools for syllabification of other Slavic languages are prepared.15 The output of the automatic 

syllabification was manually checked and several mistakes (caused most probably by OCR 

deficiencies) were corrected or deleted (e.g. abbreviations).  

 

4. Results 
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The syllabified text provides a valuable source of data (word forms: 114348 tokens, 21378 types; 

syllables: 239219 tokens, 2417 types) which can be used to investigate many properties of 

syllables. In this paper we limit ourselves to analyses of three aspects: 1) the rank-frequency 

distribution, 2) the distribution of length, and 3) the relation between length and frequency. The 

goodness-of-fit of a model is evaluated in terms of the discrepancy coefficient 𝐶 = 𝜒2/𝑁, where 

𝜒2 is the value of the test statistic from the Pearson 𝜒2 goodness-of-fit test and 𝑁 is the sample 

size. As a rule of thumb, the fit is considered satisfactory if 𝐶 < 0.02 (Mačutek & Wimmer, 2013). 

Strauss et al. (2008, p. 11) formulated the hypothesis that „[t]he rank-frequency distribution 

of  syllables behaves like the rank-frequency distribution of words“. Word frequencies mostly 

follow Zipf-like distributions (Köhler, 2005; Popescu et al., 2009, pp. 127-142); according to the 

abovementioned hypothesis, the rank-frequency distribution of Serbian syllables (see Table 2, full 

data can be found at rgf.rs/projekti/bil/sk/results/KakoSeKalioCelik_2019_01_14.xlsx) can be 

modelled by one of these distributions as well. 

 

Table 2. 

Rank-frequency distribution of syllables in Serbian 

 

rank frequency syllable 

1 10103 o 

2 6970 je 

3 5778 u 

4 5291 na 

5 5248 da 

6 4827 i 

7 4436 se 

8 4278 po 

9 4252 ko 

10 4062 ne 

⋮ ⋮ ⋮ 
2417 1 ut 

 

The Zipf-Mandelbrot distribution (Wimmer & Altmann, 1999, p. 666), 

𝑃𝑥 =
𝑘

(𝑥+𝑏)𝑎
,  𝑥 = 1,2, … , 𝑛, 

achieves a good fit (𝐶 = 0.0177) for parameter values 𝑎 = 1.87, 𝑏 = 30.12 (we remind that 

the distribution has two parameters; 𝑘 is a normalization constant and not an independent 

parameter, i.e. its value depends on parameters 𝑎 and 𝑏). These parameter values are out of the 

range of values for rank-frequency distribution for word forms16 (cf. Popescu et al. 2009, pp. 

137-138; the highest value of 𝑎 is 1.6543 for a Hawaiian text, i.e. for a text written in a very 

analytical language). It can be a consequence of the fact that the inventory of syllables is, at 

least for Slavic languages, much more restricted that the one of words. The trend of the 
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empirical repeat rate (𝑅𝑅 = (∑ 𝑓𝑖
2)/𝑁2𝐾

𝑖=1 , with 𝐾 being the inventory size, 𝑁 the sample size, 

and 𝑓𝑖, 𝑖 = 1,… , 𝐾 the frequencies) to decrease with the increasing inventory size is presented 

e.g. by Kelih (2013) for graphemes; it can be presumed that, in general, the less different units 

are available to the language user, the more often they will be repeated. In our text we have 

𝑅𝑅 = 0.0098 for syllables (2417 types) and 𝑅𝑅 = 0.0059 for words (21378 types). The 

repeat rate is one of the characteristics of an empirical distribution; its values are reflected also 

in the parameter values. 

An analogy in the behaviour of syllables and words can be observed also with respect 

to their length (frequencies of syllable length can be found in Table 2). Word length is usually 

modelled by the Poisson distribution or by one of its generalizations or modifications, see e.g. 

Best (2005) and Popescu et al. (2013). 

 

Table 3. 

Distribution of syllable length in Serbian 

 

length frequency 

1 23505 

2 135938 

3 54556 

4 6982 

5 236 

6 2 

 

The data can be fitted e.g. by the hyper-Poisson distribution17 (Wimmer & Altmann, 1999, pp. 

281-282), 

𝑃𝑥 = 𝑘
𝑎𝑥−1

𝑏(𝑥−1)
 , 𝑥 = 1,2, …, 

with 𝑎 = 0.3410, 𝑏 = 0.0521, and 𝐶 = 0.0050 (𝑘 is, again, a normalization constant). As 

several other Poisson-like distributions also fit the data very well, we postpone any attempts to 

formulate conclusions that could be deduced from the model and parameter values until data 

for more languages are available. 

Stretching the analogy between words and syllables even further, one can suppose that 

more frequent syllables are shorter.18 Indeed, the value of the Spearman correlation coefficient 

between syllable frequency and length in the text under analysis is −0.397. It is quite clearly 

statistically significant, with p-value < 0.001. The negative correlation between frequency and 

length of syllables seems to be stronger that the one for words19, for which the Spearman 

correlation attains value −0.267 if word length is measured in syllables, and −0.299 if word 

length is measured in letters20 (statistically significant also in both of these cases). 
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20 We prefer to measure word length in syllables, as they are direct constituents of words (the more immediate the 

constituents, the stronger the dependency, see e.g. Altmann, 1983; our translation from German); however, in order 



The tendency to favour shorter syllables is obvious also from Table 4. Data from 

Table 2 were pooled so that each group contained at least 20000 syllables (tokens), and the 

weighted mean of syllable length (with frequencies serving as the weights; differences between 

the weighted means and the means computed without the weights are negligible) was 

calculated in each group. Syllables with higher ranks (i.e., with higher frequencies) are, on 

average, shorter. 

 

Table 4. 

Mean syllables length for pooled data 

 

ranks mean length 

1-3 1.31 

4-8 1.80 

9-14 2.00 

15-23 2.00 

24-34 1.91 

35-47 2.08 

48-66 2.16 

67-97 2.28 

98-155 2.50 

156-309 2.91 

310-2417 3.18 

 

5. Conclusion 

 
This paper can be considered a pilot study as far as a systematic quantitative approach to 

syllables in Slavic languages is concerned. The syllabification algorithm used here can be 

easily applied to all of them (and also to many other languages). 

Our data support the hypothesis suggested by Strauss et al. (2008), according to which 

syllables, as far as models are concerned, behave like words. Syllables in the Serbian text under 

analysis „mimic“ the behaviour of words with respect to their frequencies, length, and the 

relation between these two properties. The models used belong to a very general family of 

distributions and functions introduced by Wimmer & Altmann (2005), which is 

a generalization of many linguistic laws (and thus can be considered to be a linguistic theory). 

Hence regularities in the syllable behaviour follow the same pattern as other linguistic units. 

However, there are important differences if not only models, but also parameters are 

considered. Their values in the model for the rank-frequency distribution of syllables exceed 

those for words, and in the model for the distribution of syllable length they are out of the range 

of values observed for word length (Popescu et al., 2013, pp. 229-233).21 The different 

                                                           
to be able to compare the correlation with that from Ferrer-i-Cancho & Hernández-Fernández (2013), word length in 

letters was considered as well. Given that the correlation is stronger if word length is measured in letters, one could 

perhaps hypothesize that not only shorter words are used more frequently, but also that short words consisting of short 

syllables are favoured over short words which contain longer syllables. 
21 For the time being, it remains an open question whether this property is generally valid or whether it is specific for 

the hyper-Poisson distribution. 



strengths of correlations (for the relations between word frequencies and word length, and 

syllable frequencies and syllable length) were shortly addressed in Section 4. 

It must be emphasized that we have preliminary results only, as the analyses were so 

far performed on one language only. In future, other Slavic languages and other aspects of 

syllables will be investigated. As there is a parallel corpus of Slavic languages available, 

properties of syllables can be used to construct a data-based typology of Slavic languages and 

to compare it with other approaches (see e.g. Koščová et al., 2016). 
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